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BYOTA is… A (pacifist) call for arms 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I need you, you, you



How it started 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#TwitterMigration 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#MyMigration 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Timeline Algorithms 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Timeline Algorithms 
Define whether and how posts appear on your timeline 

Algorithm Remove? How

Revchron No Sort by datetime in ascending order

Spam / Bots Yes Remove post if spam / bot

Moderation Yes/No Remove / Downrank if post is abusive

Recommender No Uprank if post is more likely to receive engagement
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Timeline Algorithms 

Luke Thorburn et Al.: How Platform Recommenders Work (2022) 

https://medium.com/understanding-recommenders/how-platform-recommenders-work-15e260d9a15a
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One the shoulders of giants 💙  

Jan Lehnardt 

Matt Hodges 

Adam Hill 
Matthias Bürcher 

Philip Kreißel 

https://searchtodon.social/
https://github.com/hodgesmr/mastodon_digest
https://www.tootfinder.ch/
http://fediview.com/
https://github.com/pkreissel/foryoufeed


Problems of Timeline Algorithms 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Choose one or more of: 
 

● Biased 
● Not transparent 
● Complete lack of control 
● Not privacy preserving 
● Huge computational cost 
● Require deep ML knowledge 
● Cannot be run locally 

 
(Also true for search & recommendations!) 



Breaking the Assumptions 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Choose one or more of: 
 

● Biased 
● Not transparent 
● Complete lack of control 
● Not privacy preserving 
● Huge computational cost 
● Require deep ML knowledge 
● Cannot be run locally 

 
(Also true for search & recommendations!) 

  
 
➔ Open, substitutable models 
➔ Clear, simple methods 
➔ Make code available / easy to run 
➔ Don’t share personal data 
➔ Use lighter models 
➔ Out-of-the-box embeddings 
➔ Build it so it runs locally :-) 

 
… All the above work for search & recos too! 



BYOTA 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BYOTA Architecture 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        llamafile 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● Multi-platform, single-file LLMs language models 
● sentence-transformers/all-MiniLM-L6-v2 

(code/papers, training data) 
● 100% local 
● Optimized to run on slower hardware 
● OSS, will run (almost) forever 

 
We use it in BYOTA to calculate status embeddings 

https://github.com/mozilla-ai/llamafile
https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
https://github.com/UKPLab/sentence-transformers
https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2#training-data
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● Reactive notebook for Python 
● Easily shareable, runs as an application 
● Runs in your browser as a WASM-powered 

standalone HTML file! 🤯🤩 
 
 

https://marimo.io/
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BYOTA in practice 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Embeddings visualization 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Embeddings visualization 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Embeddings visualization 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Embeddings visualization 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People united by… World Series 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People united by… Flights 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People united by… Reading 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People united by… Halloween 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People united by… Language (or not?) 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Embeddings visualization 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Embeddings visualization 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Family
Parenting

#NSFW



Semantic Search 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Semantically similar posts are returned from multiple timelines 



Re-Ranking 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Re-Ranking 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Re-Ranking by tag 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Re-Ranking by tag 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Too good to be true? 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What about performance? 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From bert to llama, time to embed 800 statuses 



What about performance? 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From bert to llama, time to embed 800 statuses 

4.3 



Is it truly local? 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Embedding servers such as llamafile run locally 
 
 



Is it truly local? 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marimo runs wasm code in your browser. This is what you download: 
 
 

… 
 
 

(1) Python deps          (2) Mastodon statuses  (3) Embeddings 



What is next? 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Conclusions 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“Yet another application” has its limitations as an 
approach… But is helpful to convey the message: 
 

Search and recommendation can be useful, 
when they are tools you own 

 
 
 
What does own mean in this case? 
 
How can this help people build their own solutions? 
 
Play with BYOTA and LMK! :-) 



Can I run it NOW? 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Of course! 
 

● Demo on HF spaces 
● Demo in a container (docker / podman) 
● Run on real data in a container (with 

Mastodon credentials) 
● Manually deploy everything locally 

https://huggingface.co/spaces/mozilla-ai/byota


Thank you! 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